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Abstract: Stochastic resonance (SR) is a nonlinear phenomenon that, under certain condi-
tions, can enhance system response by adding noise to the signals of some nonlinear system.
A particular advantage of SR over conventional linear systems is that it is able to detect
subthreshold signals that linear systems hardly sense. Unfortunately, most research of SR in
wireless communication systems has focused on fundamental analysis, leaving work to be done
in experimental SR research despite the attractiveness of its application. Few attempts have
so far addressed the development of SR receivers to show the feasibility of subthreshold signal
detection. Those receivers that have been developed are simple ones specially made to confirm
the usefulness of SR without needing to support state-of-the-art wireless radio technology. The
purpose of this study is to examine the feasibility of using an SR receiver to receive subthreshold
radio frequency (RF) signals. A new add-on SR device is developed and confirmation that the
SR phenomenon exists within RF is obtained when using software defined radio (SDR) as the
post-processing receiver. Furthermore, bit error rate (BER) performance is mainly governed
by the add-on SR device’s output signal quality.

Key Words: stochastic resonance (SR), stochastic resonance receiver, add-on stochastic res-
onance device, Schmitt trigger, subthreshold signal detection, subthreshold radio frequency
(RF) signal, software defined radio (SDR)

1. Introduction
Stochastic resonance (SR) is an interesting phenomenon in that, under certain conditions, system
response can be enhanced by adding independent noise to the signals of some nonlinear systems [1].
Since its discovery by Benzi et al. in 1981, this characteristic has been discussed in the context of
nonlinear physics [2, 3] and its application in signal processing has spread to various fields, such as
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signal detection theory [4–6], wireless communication [7–9], and imaging [10].
In the first decade of SR, the fundamental aspects of SR were well discussed in the context of

nonlinear physics [11–14]. These works led to the investigation of finding the phenomena in ecological
systems [15–17], which motivated the discussion of SR in neural systems [18, 19]. The key component
to exhibit SR is nonlinearity, which is observed in optical laser systems [20] and nonlinear mate-
rial/devices [11, 21]. Since decision-making process in signal processing is also nonlinear operation,
signal processing algorithm inherently exhibits SR. In fact, noise benefits have been discussed in
hypothesis-testing problems [22, 23], Bayesian estimation [24], and parameter estimation [25].

This paper focuses on SR application in wireless communication.
A particular advantage of SR over conventional linear systems is that it is able to detect a low-level

signal that linear systems would hardly sense. In other words, it is able to detect a signal below
a receiver’s sensitivity. Such a low-level signal is referred to as the subthreshold signal, and it is
below the minimum signal level required to achieve a linear system’s specific quality. Needless to say,
lowering the signal level not only reduces system power consumption but, in some cases, also lowers the
amount of systems so that the overall system performance can be improved. Green communications,
for instance, is a good example of an area of communication that uses low signals to reduce energy
consumption while keeping the emitted interference at a minimum [26].

Unfortunately, much research of SR in wireless communication systems has focused on fundamental
analysis [27–29], and experimental SR research is still underway, despite the attractiveness of its
application in the field. Barbay et al. have shown experimental results and theoretical analysis of
noise-assisted transmission of binary information through a bistable optical system [30]. Studies of
the effects of SR in wireless communication systems have suggested that noise, intentionally added to
a received signal, could play a prominent role in improving the detection of low signals. In general, it
is accepted that SR driven by non-Gaussian noise achieves higher signal processing performance than
that obtained by linear systems [31, 32]. For example, in [31] Castro et al. showed that an electronic
experimental system had improved performance from SR phenomenon driven by white non-Gaussian
noise and Kasai et al. experimentally confirmed the effectiveness of SR in a non-Gaussian environment
in [32]. Likewise, Ichiki et al. have shown that it is possible to design a nonlinear estimator to maximize
the signal-to-noise ratio (SNR) of the output signal for a given noise [33]. Tanaka et al. have derived a
bit error rate (BER) for a subthreshold baseband signal and have shown that the number of samples
per symbol, the received signal amplitude, and the receiver sensitivity are three important BER
parameters [29].

Few attempts have so far addressed the development of SR receivers to show the feasibility of
subthreshold signal detection; the receivers that have been developed are simple ones specially made
to confirm the usefulness of SR without needing to support state-of-art wireless radio technology.
Hyunju et al. have proposed a signal detection system for communication systems that has been
shown to improve the ranger’s dynamic range when it is applied [8]. We have implemented a baseband
SR receiver and reported that subthreshold signal detection is possible with it [34]. However, these
initial studies are still far from practical wireless systems in that they handle baseband signals, not
RF signals. Furthermore, they are so simple that synchronization circuits, error correcting code, and
other up-to-date circuits are omitted. Thus, a need remains for an actual SR receiver that can not
only process a subthreshold RF signal but can also support a modern wireless system.

The subthreshold signal, which is lower than the dynamic range of the system, is difficult to be
detected. To solve this problem, traditional approach includes the replacement with the device/system
with wide dynamic range, but it needs additional cost. SR is the simple solution because it needs
only to add the noise. In the revised manuscript, we added the above comments.

The purpose of this study is to examine the feasibility of using an SR receiver to receive subthreshold
RF signals. Our present work not only demonstrates the observation of the stochastic resonance
phenomenon in wireless communication systems but also demonstrates stochastic resonance works in
conjunction with modern wireless systems. With the help of the stochastic resonance, it is possible
to detect a subthreshold RF signal that cannot be received with a conventional RF receiver.

The first contribution of this study is the development of a new add-on SR device and confirmation
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that the SR phenomenon exists within RF. The developed device picks up subthreshold RF signals
and outputs signals that can be processed by an ordinary wireless receiver. It is composed of an
additive noise circuit and Schmitt trigger. More specifically, the input of the add-on SR device is a
subthreshold RF signal whose signal level is below the sensitivity of the conventional RF receiver. The
device then outputs the signal at a level high enough for the conventional RF receiver to process well.
Note that a Schmitt trigger is the simplest two-state system available for the realization of SR [11,
35]. We use the software defined radio (SDR) as our conventional RF receiver, so, generally speaking,
any RF signal can be processed.

The second contribution of this study is that BER performance is mainly governed by the out-
put signal quality of the add-on SR device. Since the device’s output signal is the SDR receiver’s
input, one may think that it is obvious that the device’s output signal quality governs BER perfor-
mance. However, the noise circuit and a nonlinear device (the Schmitt trigger in our case) are the
key components of the add-on SR device, which means that design of the add-on SR device is not
straightforward. We need to consider the device’s performance from the perspective of both SR and
RF signal reception. To be more specific, the bandwidth of the Schmitt trigger needs to be wide
enough to meet the feasibility of using SR with a waveform shaping circuit to generate a desirable
output signal. These findings provide the criteria for the design of the add-on SR device.

This paper is organized as follows. In Section 2, we show the system model of the RF SR receiver.
We discuss implementation of the SR system for RF in Section 3. Implementation of the SR binary
phase shift keying (BPSK) receiver and a performance evaluation of the implemented receiver are
shown in Section 4. Conclusions are given in Section 5.

2. System model of the SR receiver system
The system model of the digital wireless communication system applied to the SR phenomenon is
shown in Fig. 1. We propose using a conventional RF receiver with the add-on SR device. The
conventional RF receiver does not need to be modified. Therefore, the receiver can use conventional
synchronization circuits, error correcting code, and other up-to-date circuits. Use of such a receiver
provides a simple but effective configuration.

Fig. 1. System model of the RF receiver using the add-on SR device. The
add-on SR device composed of an additive intentional noise and Schmitt trigger
circuits. The add-on SR device picks up received subthreshold RF signals r(t)
and outputs signal r′(t) that can be processed by an ordinary wireless receiver
(RX).

The signal s(t) is transmitted by the transmitter TX. This transmitted signal s(t) is propagated
to the receiver through the wireless communication channel. Through that channel, the transmitted
signal is attenuated by factor α, and channel noise nc(t) is added to the attenuated signal. In general,
channel noise nc(t) is zero-mean Gaussian noise. Therefore, the received signal r(t) is given by

r(t) = αs(t) + nc(t). (1)

In our receiver, the received signal r(t) is input to the add-on SR device. In the add-on SR device,
which is composed of the noise circuit and Schmitt trigger, the intentional noise nSR(t) is added to the
received signal r(t) in order to optimize the Schmitt trigger’s response. We assume that intentional
noise nSR(t) is zero-mean Gaussian noise and that its power is adjustable. Therefore, the intentional
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noise can adjust the total noise power, allowing us to optimize the Schmitt trigger’s system response.
The nonlinear circuit (the Schmitt trigger, in our case) detects the signal s(t) from r(t)+nSR(t), and
the output of the SR system r′(t) is input to the conventional receiver RX. The conventional receiver
RX demodulates and obtains the data bits.

In this system, we assume that the attenuated signal αs(t) is lower than the sensitivity of the
conventional receiver ηRX . Thus,

|αs(t)| < ηRX . (2)

Therefore, if the receiver does not contain the add-on SR device, the receiver cannot detect the signal.

2.1 Schmitt trigger
In order to implement our receiver, the SR circuit that exhibits the SR phenomenon must be im-
plemented. Some electrical circuits are known as the SR circuit [36–38]. In this paper, we use the
Schmitt trigger as the SR circuit. The Schmitt trigger can be implemented by a simple circuit [38].

Figure 2 shows the input-output characteristics of the Schmitt trigger as well as an example of the
circuit schematic using an op-amp. In Fig. 2, Vi and Vo are the input and output voltage, respectively.
The Schmitt trigger has two output voltages Vm and two thresholds ηSR that have hysteresis. The
Schmitt trigger is the circuit model of the bistable system. The output of the Schmitt trigger Vo(t) is
represented as

Vo(t) = Vm sgn
(

Vi(t) − R1

R2
Vo(t − Δt)

)
, (3)

where Vm is the maximum voltage of the output and Vi(t) is the Schmitt trigger’s input voltage. Since
Vo(t) ∈ {±Vm}, the threshold of the Schmitt trigger shown in Fig. 2(b) is given by

ηSR =
R1

R2
Vm. (4)

In more practical op-amp model or practical circuit, transitioning output Vo(t) has some delay. If
the signal frequency is low, we can ignore this delay; however, if the signal frequency is high, we should
consider the delay because the Schmitt trigger will not be able to respond to the input. Therefore,
we must implement the Schmitt trigger that has a smaller delay when we use the RF signal. In other
words, we must implement the Schmitt trigger that has a wider input bandwidth.

Fig. 2. The input-output characteristic of Schmitt trigger (a) and an example
circuit schematic using an op-amp (b). The input voltage is Vi and the output
voltage is Vo and the two threshold voltages ±ηSR express hysteresis of the
Schmitt trigger.

3. The Schmitt trigger for RF signals
In this section, we consider the implementation of the Schmitt trigger which can exhibit the SR in
RF. Firstly, we discuss about the required specification of the Schmitt Trigger by introducing the
SR in the digital signal processing. Secondly, we implement the Schmitt trigger for RF signals and
evaluate its output SNR performance experimentally.
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3.1 Required specifications of the Schmitt trigger
In order to discuss about the required specifications of the Schmitt Trigger for RF signals, we introduce
the SR in the digital signal processing. In the SR of the digital signal processing, it was reported that
the output SNR of the SR system saturates as the sampling frequency increases [39]. The output
SNR of the SR system is saturated when fsample > 5fc. If the antialiasing filter is used in the digital
signal processing, the signal components which has higher frequency than the cutoff frequency are
removed. In generally, the cutoff frequency of the antialiasing filter is fsample/2. Hence, the signal
has the components lower than the fsample/2. On the other hand, the input of the Schmitt trigger
has the signal components within its input bandwidth WSR. Generally, the lower end of the input
bandwidth of the Schmitt trigger is 0Hz. Because of these characteristics, We can set the sampling
frequency of the digital signal processing fsample with the input bandwidth of the Schmitt trigger
WSR as follows.

fsample =
1
2
WSR > 5fc (5)

Therefore, the required input bandwidth of the Schmitt trigger is

WSR > 10fc. (6)

The condition of exhibiting SR has been discussed in terms of transition rate in double-well potential
systems, where the signal frequency is much smaller than this rate [2]. A Schmitt trigger is one
realization of the system, and hence, the input bandwidth WSR in the Schmitt trigger, which is equal
to this rate, should meet the condition: WSR � fc. Our result of WSR > 10fc in Eq. (6) satisfies this
condition.

It is known that the adding noise nc(t) + nSR(t) could play a prominent role for SR. In most
of the study of the SR, the bandwidth of the input noise WN is assumed to be white. However,
in the experiment, the generation of the white noise is difficult. We note that the Schmitt trigger
cannot respond to the signal component whose frequency is outside of the bandwidth. Therefore, the
bandwidth of the noise WN is necessary to be as wide as possible within the bandwidth of Schmitt
trigger WSR.

3.2 The implementation of the Schmitt trigger
From above discussion, we implement the Schmitt trigger which exhibit the SR in RF. We assume that
the signal frequency is 50 MHz, so the required input bandwidth is about 500 MHz. We implemented
the Schmitt trigger using the high speed comparator (Analog Devices ADCMP607) whose input
bandwidth is 750 MHz. The circuit schematic and the snapshot of our implemented Schmitt trigger are
shown in Fig. 3. In order to remove the influence of unintentional noise, we shielded the implemented
circuit in the metal case.

We experimentally evaluate the output SNR performance of our implemented Schmitt trigger. The
purpose of the output SNR evaluation is the confirmation of the SR phenomenon of the circuit. The
sinusoidal signal αs(t) whose amplitude is under the threshold of the Schmitt Trigger is supposed as the
input. The channel noise nc(t) is assumed to be negligibly small. If the noise power of the intentional
noise nSR(t) is zero, the input signal cannot exceed the threshold and cannot be detected. The
experimental parameters and the measurement system are shown in Table I and Fig. 4 respectively.
We measure the output SNR of the Schmitt trigger as a function of its input noise Power Spectrum
Density (PSD). The signal source (Agilent Technologies 33250A) generates the sinusoidal signal αs(t)
whose frequency is 14 MHz and the noise nSR(t) from the noise source (Agilent Technologies N5182A)
is added to the signal αs(t). Then, the corrupted signal αs(t)+nSR(t) is input to the Schmitt trigger.
The output of the Schmitt trigger is fed into the Analog to Digital Converter (Thinknet DF-4000),
and the output SNR is calculated. These instruments are connected by the coaxial cable. The output
SNR γ is given by

γ = 10 log10

S(ωs)
SN

, (7)
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Fig. 3. The circuit schematic of our implemented Schmitt trigger (a) and
its snapshot (b). We implemented the Schmitt trigger using a high speed
comparator (Analog Devices ADCMP607) whose input bandwidth is 750 MHz.
The threshold of the Schmitt trigger ηSR is 100 mV.

Table I. The measurement parameters of the output SNR.

Signal waveform Sinusoidal
Signal frequency fc 14 MHz
Signal amplitude A 80 mV

Threshold of Schmitt trigger ηSR 100 mV
Noise distribution Gaussian

Noise bandwidthWN 100 MHz
Sampling frequency fsample 100 MHz

Total Measurement time per trial 0.17 ms
Number of trial 10

Fig. 4. The measurement system of the output SNR of the Schmitt trigger.
The parameters are summarized in Table I. We generated a sinusoidal signal
αs(t) by Agilent Technologies 33250A Function/Arbitrary Waveform Gener-
ator and added intentional noise nSR(t) generated by Agilent Technologies
N5182A MXG Vector Signal Generator. The corrupted signal αs(t) + ηSR(t)
is input to the implemented Schmitt trigger. Note that the signal amplitude
is 80 mV, which is lower than the threshold of the Schmitt trigger, 100 mV.
The output of the Schmitt trigger is fed into an analog to digital converter
(Thinknet DF-4000) and the output SNR is calculated.

where S(ωs) is the PSD at the signal frequency, and SN is the average noise PSD around the signal
frequency.

The experimental result is shown in Fig. 5. The result of the conventional add-on SR device using
the Schmitt trigger whose input bandwidth is 140 MHz is also shown in Fig. 5. The conventional
Schmitt trigger is implemented by the high speed op-amp (Texas Instruments LM7171). In this figure,
the horizontal axis is the noise PSD generated by the noise source, and the vertical axis is the output
SNR of the Schmitt Trigger. From this figure, the output SNR of the conventional add-on SR device
has no peak, but the output SNR of our proposed add-on SR device has a peak at PSD = 10−11V2/Hz.
Therefore, we confirmed that the bandwidth of the Schmitt trigger must be ten times higher than
that of the RF signal and the value of the input noise PSD needs to be optimally chosen.
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Fig. 5. The output SNR performance of the implemented add-on SR device
for two different Schmitt trigger circuits. The curve indicated “Proposed” is the
case of the Schmitt trigger implemented by the high speed comparator (Analog
Devices ADCMP607) whose input bandwidth is 750 MHz. While the curve
indicated “Conventional” is the case of the Schmitt trigger implemented by
the high speed op-amp (Texas Instruments LM7171) whose input bandwidth
is 140 MHz. As the required input bandwidth of the add-on SR device is
500 MHz for 50 MHz signal, we observe degradation in output SNR of the
conventional one (WSR = 140 MHz).

4. The implementation of the BPSK receiver using SR

In this paper, we consider the application of the SR phenomenon to the BPSK receiver. The Schmitt
trigger has the optimal input noise PSD. It is known that the optimal noise PSD is depend on the
difference between the amplitude of the input signal and the threshold of the Schmitt trigger. In
generally, the threshold of the Schmitt trigger is constant. If the variation of the signal amplitude is
too large, the optimal noise PSD is varied and the add-on SR device may not detect the signal. So,
we consider the BPSK signal since its amplitude is constant.

The system model of our SR BPSK receiver is shown in Fig. 6. This receiver is composed of the
add-on SR device and the conventional BPSK receiver. In the add-on SR device, the intentional noise
nSR(t) is added to the received signal r(t) to optimize the noise PSD. In the conventional BPSK
receiver, the output of the Schmitt trigger r′(t) is downconverted to the baseband signal by the mixer
and the LPF. The baseband signal is decided by the BPSK detector and the received data is obtained.
The conventional BPSK receiver is required to implement this SR BPSK receiver.

4.1 Implementation of BPSK receiver with SDR
We consider the implementation of the conventional BPSK receiver with SDR. The SDR receiver
processes most of demodulation processing by the digital signal processing. There are two advantages
of the SDR receiver. Firstly, we only have to change its program or software in order to change
the demodulation processing. Generally speaking, the SDR receiver can process any RF signal by
changing its software. Therefore, we can easily modify our receiver so that it can use any modulation
scheme and frequency. Secondly, the SDR receiver has more stability than the analog receiver. For
these reasons, we use a SDR receiver as the conventional BPSK receiver.
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Fig. 6. The system model of our BPSK receiver using the add-on SR device.
For the conventional BPSK receiver, we use National Instruments USRP-2920
software-programmable radio transceivers as the hardware of the receiving sys-
tem.

Fig. 7. The system model of the BPSK demodulation system. The system
is designed by National Instruments LabVIEW and operated by National In-
struments USRP-2920 software-programmable radio transceivers.

Figure 7 shows the system model of our implemented BPSK receiver. Initially, the received RF
signal r(t) is received. The received BPSK signal through the wireless channel is given by

r(t) = s(t) + nc(t) =
n∑

i=0

(2ai − 1)g(t − iT ) cos (2πfct) + nc(t), (8)

where ai ∈ {0, 1} is the transmitted data bits, g(t) represents a pulse of duration T , fc is the carrier
frequency and nc(t) is the channel noise. The received RF signal r(t) is downconverted to the baseband
signal rl(t) given by

rl(t) = sl(t) + ncl(t) =
n∑

i=0

(2ai − 1)g(t − iT ) + ncl(t), (9)

where ncl(t) is the downconverted channel noise. The ADC convert the continuance baseband signal
rl(t) to discrete time sequence rl[m].

rl[m] = rl

(
m

fsample

)
. (10)

The sampled sequence rl[m] is input to the matched filter which is implemented by FIR filter. The
impulse response of the FIR filter h(t) is given by

h(t) = s(T − t). (11)

At the same time, the symbol timing is detected. The output of the matched filter is sampled at the
symbol timing and the symbol is decided by the hard decision. The synchronization bits is used in
the frame synchronization processing. Finally, the data bits ai is obtained.

We use USRP-2920 (National Instruments) as the hardware of the receiving system.

4.2 LPF to remove the harmonics
In this paper, we use the Schmitt trigger as the SR circuit. The problem in using a Schmitt trigger is
that the output waveform of the Schmitt trigger has many harmonics (see 4.3.3 for evaluation result of
the Schmitt trigger output waveform). These harmonics deteriorate the performance of the receiver.
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Thus, we consider removing the harmonics using a low pass filter (LPF). The PSD of BPSK signal is
given by

Gs(f) =
PsT

2

{[
sin (π(f − fc)T )

π(f − fc)T

]2

+
[
sin (π(f + fc)T )

π(f + fc)T

]2
}

, (12)

where Ps is the signal power, T is the symbol duration and fc is the carrier frequency. On the other
hand, The PSD of BPSK signal through the Schmitt trigger is

G′
s(f) =

∞∑
n=1

4Vm
2

π2(2n − 1)2

{[
sin (π(f ± nfc)T )

π(f −±nfc)T

]2
}

. (13)

From this equation, the output of the Schmitt trigger has the harmonics whose center frequency is
nfc, where n is an integer, n > 1. In order to remove these harmonics, we insert the LPF between
the Schmitt trigger and the BPSK demodulation system. Since we assume the signal frequency is
50 MHz, we set the cutoff frequency of the LPF to 70 MHz.

4.3 Evaluation of the BER performance
4.3.1 Measurement setup
We evaluate the performance of our implemented SR BPSK receiver. Table II and Fig. 8 show the
experimental parameters and the measurement system respectively.

Table II. The measurement parameters of the BER.

Modulation scheme Binary PSK
Carrier Frequency fc 50 MHz
Signal Amplitude A 80 mV

Threshold of Schmitt trigger ηSR 100 mV
Noise distribution Gaussian

Noise bandwidthWN 100 MHz
Sampling frequency fsample 100 MHz

Data bits per frame 1000
Total Measurement time per trial 1.08 ms

Number of trial 100

Fig. 8. The measurement system of our BPSK receiver using the add-on SR
device. The transmitter signal is BPSK whose center frequency is 50 MHz. The
signal is attenuated and white Gaussian noise is added, which is generated by
Agilent Technologies N5182A MXG Vector Signal Generator. The signal is then
fed into the Schmitt trigger circuit. The output signal of the Schmitt trigger
passes through the LPF and conventional BPSK demodulation is performed.
Finally, BER is calculated.

We use the BPSK signal whose frequency is 50 MHz as the transmitted signal. In the transmitter
TX, the pseudorandom data is modulated and transmitted. This transmitted signal is attenuated
by the attenuator ATT so that the received signal becomes subthreshold. Then, the noise from the
noise source (Agilent Technologies N5182A) is added to the attenuated signal, and they are inputted
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to the Schmitt trigger. The output of the Schmitt trigger pass through the LPF. These instruments
are connected by the coaxial cable. The conventional BPSK receiver RX demodulates and decides
the data bits. Finally, we compare between the transmitted data bits and the received data bits, and
its BER is calculated.

4.3.2 BER perfromance
The experimental results are shown in Fig. 9. In this figure, the horizontal axis is the input noise
PSD and the vertical axis is BER. The solid line is the result using the LPF, and the dashed line is
the result without the LPF.

Fig. 9. The input noise PSD versus Bit Error Rate performance. The en-
hancement of the BER performance by the SR phenomenon using the imple-
mented add-on SR device is confirmed. Furthermore, the use of the LPF after
the Schmitt trigger circuit is essential in BER improvement.

Figure 9 shows that the optimal value of the input noise PSD can enhance the BER. The optimal
value of the input noise PSD is about 2× 10−11V2/Hz. This value is same as the optimal value of the
output SNR of the add-on SR device. Therefore, the enhancement of the BER performance is caused
by the SR phenomenon, and our implemented add-on SR device exhibits the SR phenomenon in RF
even using the conventional SDR as a post-processing receiver.

4.3.3 Effect of LPF
Furthermore, in Fig. 9, it is shown that the BER performance of the receiver using the LPF is higher
than that of the receiver without the LPF. From this result, the LPF which removes the harmonics
can improve the BER performance. Figure 10 shows the output waveform of the Schmitt trigger and
the output of the LPF. In this figure, the dashed line is the output of the Schmitt trigger and the
solid line is the output of the LPF. The output of the LPF becomes sinusoidal. We can see the effect
of the LPF in terms of its time waveform. Figure 11 shows the PSDs of the output of the Schmitt
trigger and the output of the LPF. As you can see, the PSD of the output of the Schmitt trigger
has the harmonics at 100 MHz and 150 MHz. But the PSD of the output of the LPF has only signal
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Fig. 10. The output waveform of Schmitt trigger with and without LPF.
Without the LPF, a distortion in the output signal is confirmed because of
harmonics of the Schmidt trigger output waveform.

Fig. 11. The PSD of the Schmitt trigger output without LPF (a) and with
LPF (b). Since the Schmitt trigger output signal has rectangular pulses, har-
monics on PSD are observed for the case without the LPF. If we reduce the
harmonics by the LPF, we generate a single peak in PSD, resulting in a sinu-
soidal signal, as shown in Fig. 9.

component. From this result, we can confirm the effect of the LPF in terms of the frequency domain.
We have shown that the BER performance of our receiver is dominated by the quality of the output
signal of the add-on SR device.

5. Conclusions
In this study, we have discussed the feasibility of using an SR receiver to detect subthreshold RF signal.
We have shown that our newly developed add-on SR device exhibits the SR phenomenon in RF even
when using conventional SDR as the post-processing receiver. Our results show definite promise for
applying SR to wireless communication systems. Based on our findings, the add-on SR device (which
consists of an additive noise circuit followed by the Schmidt trigger) provides a simple but effective
configuration. We have shown that the device’s bandwidth must be ten times higher than that of
the RF signal and that noise variance needs to be optimally chosen to support the SR phenomenon.
Furthermore, the quality of add-on SR device’s output signal dominates BER performance. Thus,
waveform shaping by the LPF is mandatory for removing the harmonics contained in the Schmitt
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trigger circuit’s output.
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