
Following Vehicle Detection Based on Shift of Feature Plane
Using Affine Transform

Shintaro ARAI, Osamu INOUE and Shinji OZAWA

Abstract— This paper proposes a novel vehicle detection
system based on shift of a feature plane, which consisted of
feature points on a front surface of vehicle, using in-vehicle
camera for following vehicles’ observation. We find that the
feature plane of the vehicle’s front surface shifts in accordance
with the affine transform. We perform experiments and evaluate
performances of our system. As results, we confirm that our
system can locate and track the rear and side vehicles accurately
and robustly.

I. INTRODUCTION

In this paper, we develop a vehicle sensing technique using
a camera as intelligent transport systems (ITS) applications.
Our system targets at a warning system for saving collisions
with approaching vehicles from behind and side The ITS
applications using a camera is one of areas of active research
by many researchers in the field of image processing [1]–
[6]. The applications using the camera are grouped into
two general categories depending on an installation location:
One is an installation to roadway infrastructures (Roadside
camera) [1]–[3]; Another is an installation to vehicles (In-
vehicle camera) [4]–[6]. The former group aims at an anal-
ysis of a traffic flow and a detection of emergent events.
The latter group aims at ensuring driving safety and drive
assist. A common problem of these systems is that tracking
of vehicle by image processing becomes difficult depending
on illumination conditions due to a change of weather or
period of time.

For solving this problem, a vehicle tracking system using
feature points was proposed [1], [2]. It is easy to detect the
feature points of the vehicle because the form of vehicle has
many edge components such as corners of windows and a
bumper, etc. In addition, the detection of the feature points
does not depend on the weather and the time. However, the
feature points are also detected from artifacts which appear in
the background image such as guardrails and signs. Namely,
the removal of unnecessary feature points is required for
detecting the feature points of the vehicle. In the case of
system using the roadside camera [1], [2], the system can
treat as fixed objects since the camera is fixed in roadway
infrastructures. Thus, the system using the roadside camera
can remove unnecessary feature points derived from the
background. On the other hand, in the case of the system
using in-vehicle camera, the environment and the background
are changed depending on the driving of the own vehicle.
Thus, we consider that the system using in-vehicle camera
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Feature points of background:
- Converging on vanishing point

Feature points of vehicle’s front:
- Moving in accordance with affine transform

(a) k frame (b) (k − δ) frame
Fig. 1. Behavior of feature points on vehicle’s front surface.

is more difficult to remove unnecessary feature points than
the system using the roadside camera.

For removing unnecessary feature points, we consider the
vehicle front surface as planar and assume it follows an affine
transform. We find that this affine transform assumption is
valid, and the optical flow of the plane is used to determine
whether it belongs to the background or to a following
vehicle. Namely, our system can differentiate the front face
of following vehicle and the background.

Based on above characteristics, we propose a novel vehicle
detection method using the affine transform. Moreover, for
increasing the robustness of the vehicle tracking, we also
show a vehicle position estimation method. We perform
experiments and evaluate the performance of our system.

II. CONCEPT OF PROPOSED METHOD

In this section, we describe a concept of the proposed vehi-
cle detection system. Our system uses Lucas-Kanade method
(LK method) which is well-known as a typical feature point’s
detection algorithm [7]. As described in Sect. 1, the removal
of unnecessary feature points is required for detecting the
feature points of the vehicle. For removing unnecessary
feature points, we focus on a relationship between feature
points and the affine transform.

Figure 1 shows an image detected feature points from a
still image which captured the approaching vehicle using
the in-vehicle rear camera. Figures 1(a) and (b) indicate the
image of k frame and (k − δ) frame, respectively, where
δ denotes the number of time delay. We focus on the
feature points of the front surface. Here, we assume the front
surface of vehicle of Figs. 1(a) and (b) as the planar surface.
Compared with two planar surfaces, the observing vehicle
approaches the rear camera without almost changing the form
of the plane between k frame and (k − δ) frame. From this
characteristic, we consider that the front surface of vehicle
shifts in accordance with the affine transform. Moreover,
since the own vehicle drives toward the direction of forward
movement, the feature points of motionless objects and the
background back away from the camera. In other words,
motionless objects’ feature points converge on a vanishing
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TABLE I

AVERAGE OF AFFINE PARAMETERS.

Average of affine parameters
r11 r12 r21 r22

Front of vehicle 0.973 -0.019 0.013 0.829
Others 1.029 -0.116 0.026 0.838

TABLE II

VARIANCE OF AFFINE PARAMETERS.

Variance of affine parameters
r11 r12 r21 r22

Front of vehicle 0.019 0.005 0.008 0.016
Others 2.492 10.921 1.535 7.921

point. Therefore, it can be said that the behavior of feature
points is different between the observing vehicle and others.

Next, we describe the affine transform of the front of
vehicle. The affine transform is performed by Eq. (1). xk

yk

1

 =

 r11 r12 r13

r21 r22 r23

0 0 1

 xk−δ

yk−δ

1

 (1)

where xk and yk denote the coordinate of the feature point
in k frame, r11–r23 denote the affine parameters. Also, the
affine parameters are expressed as an affine matrix P shown
in Eq. (2).

P =

 r11 r12 r13

r21 r22 r23

0 0 1

 (2)

where r11 and r22 denote the scale, r12 and r21 denote the
rotation, r13 and r23 denote the translation component.

Here, we assume that the front surface of vehicle shifts
in accordance with the affine transform. In this case, we can
regard that the observing vehicle’s front surface changes the
scale a little and hardly rotate. When the affine matrix P
is calculated from feature points of the observing vehicle’s
front surface, each average of r21 and r22 approaches zero,
and each average of r11 and r22 approaches one, as shown
in Tab. I. In addition, each variance of r11, r12, r21 and
r22 becomes small value, as shown in Tab. II. Therefore,
we consider that it can be decided whether the observing
vehicle’s feature points or not by performing a threshold
processing of the affine matrix. Based on this concept, we
propose a novel vehicle detection method in the next section.

III. PROPOSED VEHICLE DETECTION SYSTEM

A. Experimental Vehicle

In this study, the proposed system uses three cameras
(Rear, Left and Right sides) for covering all blind area. We
set up the cameras to the sedan car, as shown in Fig. 2.
For setting the position of the cameras, we referred available
vehicles having the driving support system using the camera.
Also, a view angle of the rear and side camera is 110◦ and
70◦, respectively. Figure 3 shows the input images captured
from each camera.

B. Flow of Proposed System

Figure 4 shows a flow chart of the proposed vehicle
detection system. Here, we describe the brief flow of our
system. First, our system restricts a processing region of
the input image. Second, using LK method, the feature

Right side camera

Range of Monitoring

Left side 
camera

Rear camera

Fig. 2. Experimental vehicle with in-vehicle cameras.
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Fig. 4. Flow of proposed vehicle detection.

points are detected from the input image. Third, using the
affine parameters, the system detects the vehicle’s feature
points from the remaining unnecessary feature points, i.e.
the detection of the front surface of the vehicle. Fourth,
for preventing the oversight of the vehicle, the vehicle
position estimation method is performed when the oversight
of the vehicle occurs in the previous process. Finally, the
system performs the tracking and monitoring of the detected
vehicles.

As shown in Fig. 4, the brief flow of the system using
the rear and side cameras has a commonality although each
view angle of cameras and the captured images are different
between the side and the rear. First, we describe common
processes between the side and the rear. After that, we
explain some different processes between the side and the
rear.

C. Processes of Vehicle Detection

1) Restriction of Processing Region: Our system detects
the feature points from the input image for detection of ap-
proaching vehicles. However, there are some regions which
vehicles do not pass in the image. Therefore, we restrict the
processing region of the input image as the preprocessing
of the detection of feature points. In this study, the region’s
restriction method is different between the side and the rear.
We explain each operation of the region’s restriction method
in Sect. III-F.1 and III-G.1.

2) Detection of Vehicle’s Feature Points Using Affine
Parameters: First, our system detects feature points and
connects corresponding points between k frame and (k − δ)
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(a) Right (b) Rear (c) Left
Fig. 3. Images by in-vehicle camera.

frame. We decide δ in the preliminary experiment since δ
influences the calculation of the affine parameters. As result
of the preliminary experiment, we find that a suitable value
of δ in our environment is five. Thus, we set δ = 5 in this
paper.

Second, our system calculates the affine parameters be-
tween three arbitrary corresponding points. Here, we define
the total number of the detected feature points in k frame
as M . In addition, we indicate the m-th feature point as
pk

m = (xk
m, yk

m). Moreover, we define the set of the feature
points at k and (k − δ) as Fk and Fk−δ , respectively. Thus,
Fk and Fk−δ can be expressed as following equations.

Fk = {pk
0 , pk

1 , · · · , pk
m · · · , pk

M−1} (3)

Fk−δ = {pk−δ
0 , pk−δ

1 , · · · , pk−δ
m · · · , pk−δ

M−1} (4)

Third, we choose 3-combinations of points from Fk and
Fk−δ , and calculate the affine matrix Pj . This process is
performed using all combinations (j = 0, 1, · · · , MC3 − 1).
As described in Sect. II, the average and the variance of cal-
culated affine parameters are different between the vehicle’s
front and others. We perform a preliminary experiment in
advance and decide the threshold of the average and the
variance based on Tabs. I and II. Therefore, our system
decides whether the observing vehicle’s feature points or not
by performing a threshold processing of the affine matrix.

Fourth, we calculate the difference Dj between the re-
mained points of Fk and its corresponding points of Fk−δ

multiplied by Pj (i.e. PjFk−δ) as follows.

Dj = |Fk − PjFk−δ| (5)

If the front of vehicle approaches in accordance with the
affine transform, Fk and PjFk−δ become almost the same
value, namely, Dj approaches zero. After calculating Dj

in all combinations, our system selects the smallest Dj . In
addition, our system decides Pj of the smallest Dj as Pbest.

Finally, our system decides pk
m, which satisfies the follow-

ing equation using Pbest, as the observing vehicle’s feature
points.

θ ≥ |Pbest · pk−δ
m − pk

m| (6)

Here, θ of Eq. (6) is decided in the advance preliminary
experiment based on Tabs I and II

3) Determination of Vehicle’s Front Surface: Based on
the previous process’s results, our system determines whether
the observing vehicle’s front surface or not. We observe size
differences of the rectangle formed by feature points over fth

frames, and decide the rectangle as the observing vehicle’s
front surface if the size differences between fth frames
are flat. For performing a threshold processing of the size

differences, we decide fth in the preliminary experiment. As
result of the preliminary experiment, we find that a suitable
value of δ in our environment is five. Thus, we set fth = 5
in this paper.

D. Vehicle Position Estimation Method Using Linear Extrap-
olation Algorithm

Although our system detects the observing vehicle’s front
surface in the previous process, the oversight of the vehicle
might occur due to a sudden change of a brightness of an
image depending on the driving environments. For reducing
the oversight of the vehicle, we perform the vehicle position
estimation method using a linear extrapolation algorithm.

Here, we assume the frame number detected the vehicle’s
front as fsk, the relative distance dk between the own vehicle
and the detected vehicle, and the central x-coordinate Xck

of the detected vehicle, as shown in Fig. 5. Based on dk and
Xck, we calculate the estimated relative distance d′

k and the
estimated central x-coordinate Xc′k for the vehicle position
estimation. For example, when the oversight of the vehicle
occurs, the slope ad, the intercept bd of the approximate lines
of dk and d′

k are calculated as follows.

ad =

n
n∑

k=1

fskdk −
n∑

k=1

fsk

n∑
k=1

dk

n

n∑
k=1

fs2
k −

(
n∑

k=1

fsk

)2 (7)

bd =

n∑
k=1

fs2
k

n∑
k=1

dk −
n∑

k=1

fskdk

n∑
k=1

fsk

n
n∑

k=1

fs2
k −

(
n∑

k=1

fsk

)2 (8)

d′
k = ad · fs′k + bd (9)

where n denotes the number of the frame succeeded in the
vehicle detection using affine parameters. In the same way,
X ′ck can be calculated.

Here, the range of n is (nmin ≤ n ≤ nmax). In this study,
we set nmin = 5 based on the determination of fth = 5. On
the other hands, nmax is different between the side and the
rear. We explain each nmax in Sect. III-F.2 and III-G.2.

Using the vehicle position estimation, it is possible to
continue to the observation of the vehicle’s position even
if the oversight of the vehicle occurs.

E. Tracking and Monitoring of Front of Vehicle

Using the area recognized as the front of the vehicle in the
previous process, we perform the tracking and monitoring of
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Fig. 5. dk and Xck for Estimation.
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by affine transform

k frame (k − 1) frame

Fig. 7. Update of template of side vehicle by affine transform.

the detected vehicles. For the tracking, we use the variable
template matching based on the normalized correlation. The
template is updated using the front of the detected vehicle
every frame. In this study, the updating method of the
template is different between the side and the rear. We
explain each updating method in Sect. III-F.3 and III-G.3.

F. Side Vehicle Detection

1) Restriction of Processing Region in Side Camera: For
restriction of the processing region, the system in the side
camera removes unnecessary feature points detected from the
upper part of the image, the neighborhood of the lane and
the own vehicle, based on the shooting angle of the camera
and the lane information known in advance. We show the
instance of the processing region’s restriction and the vehicle
detection result in Fig. 6.

2) Determine of nmax in Side Camera: We consider that
it is highly possible that the side vehicles move continuously
in the side image since almost side vehicles approach or leave
from the own vehicle. In other words, we can assume that
the observation time of the side vehicle is short in the image.
Therefore, we set nmax = 30 (1 sec).

3) Updating Method of Template in Side Camera: When
the vehicle is far from the own vehicle, we can update the
template since the side camera can capture front surface of
the detected vehicle. However, according to the approach of
the vehicle, we can not simply use the detected vehicle’s front
since the camera captures the side surface of the vehicle.

For updating the template in the side, we also apply the
affine transform. Figure 7 shows the example of the updating
of the template using the affine transform. First, we calculate
the affine parameters Pt using corresponding feature points
between k frame and (k−1) frame. Next, the vehicle’s front
in (k − 1) frame is multiplied by the calculated parameters
Pt. The vehicle’s front multiplied by Pt in (k − 1) frame
becomes the updated template for k frame. Therefore, we
can perform the stable tracking and monitoring in the side
camera.

G. Rear Vehicle Detection

1) Restriction of Processing Region in Rear Camera:
Since the rear camera captures multiple lanes, it is highly

Experimental vehicleObserving vehicles

Left lane

Right lane

Center lane

Approaching

Leaving

Fig. 9. Experimentation environment.

possible that many observing vehicles are captured. In addi-
tion, the number of the feature points detected from the rear
image is larger than that of the side image because there are
many artifacts and objects in the rear image. Thus, the rear
vehicle detection requires substantial time for detecting the
vehicle if the same algorithm of the side is applied.

To solve this problem, we decide candidate regions of the
vehicles using other image processing method as processing
regions. In this study, we detect edge components of the
rear image [4], [5] and decide the candidate regions. Here,
we explain this operation using Fig. 8. First, we detect the
horizontal edge component of the input image (Fig. 8(a))
from the bottom of the image toward the vanishing point.
In addition, the region containing strong edge components
is decided as the vehicle’s search range in the horizontal
direction, as shown in Fig. 8(b). Next, we detect the vertical
edge component of the image. Since the strong vertical
edge component is detected from the boundary between the
vehicle and the background, the vehicles and the background
can be divided by calculating the strength of the vertical
edge component, as shown in Fig. 8(c). Finally, we find the
strength horizontal edge area within the divided areas in the
vertical direction, and decide these areas as the candidate
regions of the vehicles, as shown in Fig. 8(d).

2) Determine of nmax in Rear Camera: In the rear vehicle
position estimations, we set nmax = 150. The reason for this
is that the difference of the capture environment between the
rear and the side. Since the rear camera captures the many
objects except vehicles compared with the side camera, the
percentage of the change of the rear image’s brightness is
higher than that of the side. Thus, the number of the oversight
frame of the vehicle might increase transiently depending on
the background. To solve this problem, we increase the range
of the observation of vehicle’s detected results.

3) Updating Method of Template in Rear Camera: In the
case of the rear camera, it is easy to update the template
since the front of the vehicle approaches the camera without
almost changing the form, as shown in Fig. 1. Thus, we
can perform the stable tracking and monitoring in the rear
camera.

IV. EXPERIMENTS

A. Experimental setup and Evaluation method

To evaluate the accuracy and the computation cost of
the proposed vehicle detection system, we perform a field
experiment using the experimental vehicle of Fig. 2. As
an experimentation environment, we choose a three-lane
expressway. The experimental vehicle drives at 80km/h and
captures the image sequences using three cameras. More-
over, we assume that the own vehicle drives on the center
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(a) (b) (c) (d)
Fig. 6. Detection of approaching side vehicle: (a) Input image, (b) Image with feature points without restriction of processing region, (c) Image with
feature points with restriction of processing region, (d) Detected front vehicle region.

(a) (b) (c) (d)
Fig. 8. Detection of candidate vehicle region using edge component: (a) Input image, (b) Vehicle search range by horizontal edge, (c) Partition based on
vertical edge, (d) Candidate vehicle region.

lane in three lanes and does not change the lane because
the approaching and leaving vehicles are captured by side
cameras. Tables III and IV show the experimental setup
and the specification of desktop computer using this study,
respectively. The image sequences are recorded in the hard
disk. The vehicle detection experiment is performed by
image processing of the computer.

In the image processing, the side camera observes the
vehicles in each side lane only. On the other hand, the
rear camera observes the vehicles in three lanes because
the rear camera can capture the images in three lanes. All
image sequences are experimental objects for the vehicle
detection. Our system is designed that the front of the vehicle
is enclosed by the rectangle shown in Figs. 6(d) when the
vehicle is detected,

In this experiment, we use a two-by-two table shown in
Tab. V and classify the detected results into four groups: True
Positive (TP), False Negative (FN), False Positive (FP) and
True Negative (TN). Based on the four groups, we calculate
three evaluation values: “Precision (P)”, “Recall (R)” and
“Efficiency (E)”. The three evaluation values are described
by following equations.

P =
TP

TP + FP
(10)

R =
TP

TP + FN
(11)

E =
TP + TN

TP + FN + FP + TN
(12)

B. Experimental results and Discussions

Tables VI and VII show classification results of detected
vehicles in the rear and the side vehicle detection system,
respectively. In addition, Figs. 10 and 11 show evaluation
values based on classification results. Here, evaluation values
of Fig. 10 are calculated from the total of each classification
result. For comparing the proposed method and the other
vehicle detection method, we show the result of the method
of Refs. [4], [5] in Fig. 10.

Moreover, we calculate a computation time per frame of
the proposed vehicle detection method. As the results, we

TABLE III

EXPERIMENTAL SETUP.

Experimental Object 2500frames
Size of Image 360 × 240pixel

Frame Rate 30frame/sec

TABLE IV

SPECIFICATION OF DESKTOP COMPUTER.

CPU Core i7 2.66GHz
Memory 3.0GB

OS WindowsXP Pro(SP3)
Compiler Visual C++ .NET 2003
Platform VC++ and OpenCV

TABLE V

CLASSIFICATION OF RESULTS OF DETECTED VEHICLES.

System
Detection Not detection

Dose the vehicle Yes True Positive False Negative
exist in the image? No False Positive True Negative

TABLE VI

CLASSIFICATION RESULT OF DETECTED VEHICLE IN REAR CAMERA.

TP FN FP TN
Left Lane 1712 291 0 497

Center Lane 2049 418 0 33
Right Lane 1135 118 63 1184

Total 4896 827 63 1714

TABLE VII

CLASSIFICATION RESULT OF DETECTED VEHICLE IN SIDE CAMERAS.

TP FN FP TN
Left side 506 174 0 1820

Right side 793 19 443 1245

confirm that it takes 1.2sec/frame to operate our system.
1) Discussion of Rear vehicle detection: As shown in

Fig. 10, all evaluation values of our system are larger than the
method of Refs. [4], [5]. Especially, P is significantly-large
and is up by more than 10% from the method of Refs. [4],
[5]. Therefore, it can be said that our system achieves the low
false detection, and can perform the stable vehicle detection.

However, it can be observed that FN is larger than FP in
the rear vehicle detection, as shown in Tab. VI. Especially,
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Fig. 10. Accuracy rate of following vehicle detection using rear camera.
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Fig. 11. Accuracy rate of side vehicle detections using side cameras.

FN of the center lane is largest in all lanes. We consider that
the reason for this is the influence of the relative velocity
between the experimental vehicle and the observing vehicle.
When the experimental and observing vehicles drive in the
identical lane, the relative velocity between two vehicles
approaches zero. In addition, when the observing vehicle
keeps a safe distance between two vehicles, the number
of the feature points of the vehicle’s front decreases since
the image resolution of the observing vehicle becomes low.
For reducing FN, we consider that the proposed rear vehicle
detection requires cooperating with static-image processing.

2) Discussion of Side vehicle detection: As shown in
Fig. 11, in the case of the left side, P is very high, i.e.
the false detection is low. However, R is low since a large
number of FN is observed as shown in Tab. VII. In other
words, the oversight of the vehicle occurs mostly in the left
side. On the other hand, in the case of the right side, R is
very high, i.e. the oversight of the vehicle is low. However,
P is low since a large number of FP is observed. Namely,
the result of the right side shows the opposite result of the
left side.

We consider that the reason for this is difference of the
vehicle’s influence between the left and right lanes In general
rule of Japanese road, three lanes are classified into the first
driving lane (Left lane), second driving lane (Center lane)
and the fast lane (Right lane). In this study, the experimental
vehicle drives on the center lane, i.e. the second driving
lane. In the left side lane, we observe many scenes that
the experimental vehicle overtakes the observing vehicle. On
the other hands, we observe many scenes that the observing
vehicle of the right side lane overtakes the experimental
vehicle.

Let us discuss the results of the left side. When the own

vehicle overtakes the observing vehicle, the side camera
captures the side surface of the observing vehicle at the
beginning, and gradually captures the front surface of the
observing vehicle. Since our system observes the change
of the affine parameters of the vehicle’s front, the delay
of the observing vehicle’s detection occurs. However, once
the observing vehicle’s front surface is detected, the propose
method can perform the stable vehicle tracking

In a similar way, we discuss the results of the right side.
When the observing vehicle overtakes the own vehicle from
a long distance, the proposed method can early detect the
observing vehicle since the front surface of the observing
vehicle gradually zooms in the side camera. Therefore, the
oversight of the vehicle becomes low since FN decreases.
However, it is also confirmed that the number of FP influ-
ences the calculation of P. We consider that the reason for
this is the influence of the estimated error by the vehicle
position estimation method. In the results of the right side,
FP often occurs in the successive scene appearing the road-
side surface with the same texture. In this case, the result of
FP is used for the calculation of the estimation as correctly
detected vehicle. Thus, the extra FP is observed due to the
estimated error. Therefore, the reduction of the estimation
error is important matter of future work.

3) Computation cost of Proposed system: Finally, we
summarize the computation cost per frame of the proposed
vehicle detection method. As described above, it takes
1.2sec/frame to operate our system. Since the frame rate of
the camera is 30frame/sec in this study, our system currently
underperforms the real-time process. Thus, by optimizing
some parameters without decreasing the detection character-
istics, a reducing of the computation cost is also important
matter of future work.

V. CONCLUSIONS

In this paper, we have proposed the novel vehicle detection
method using the affine transform and the movement of
the feature plane with in-vehicle camera. As results of
the experiment, we have confirmed that the rear vehicle
detection achieves the low false detection, and can perform
the stable vehicle detection. In addition, we have observed
that the difference of the relative velocity influences the
characteristics.
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