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ABSTRACT 

In this paper, we focus on visible light communication systems for road-to-vehicle 

communications (R2V-VLC).  We use an LED array as a transmitter and a high-speed camera 

as a receiver. To implement R2V-VLC, it is necessary for the receiver to search the target LED 

array from the captured images (LED array acquisition) before data demodulation. We propose 

a new approach for LED array acquisition. We present a new perspective on the channel 

whereby the channel can be represented by a three-dimensional spatio-temporal image. We 

show LED array in the spatio-temporal image has high time-gradient value and low space-

gradient value. Using such characteristic gradient values, we propose a new LED array 

acquisition method. As the results of the experiment in driving situation, we can achieve 

acquisition miss rate = 0%. 

Keywords: LED, ITS, Road-to-Vehicle Communication, Visible Light Communication, 

Spatio-temporal image, LED array acquisition 

1. INTRODUCTION 

Light-emitting diodes (LEDs) offer a new and revolutionary light source that save energy. LEDs 

emerge as a popular green light. Since LEDs are solid-state lighting devices, LEDs can be 

modulated at high speeds that are undetectable to the human eye. Thus, it is possible to transmit 
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data with LED devices while it is illuminating and/or displaying image. Because of this 

advantage, Visible light communications (VLC) using LED have attracted a great deal of 

attention as novel communication systems [1] - [4]. 

There are many LED lights in road traffic, traffic light, signage board, street and area lights, 

automotive headlights, and brake lights. These LEDs attract VLC applications in the field of 

intelligent transport systems (ITS) [3], [4]. For examples, LED traffic lights broadcast driving 

assistances information to cars or LED brake lights transmit warning information to a behind 

car and so on. Among VLC for ITS, this paper focuses on a road-to-vehicle visible light 

communication (R2V-VLC) using an LED array, assumed to be a transmitter, and an in-vehicle 

high-speed camera as a receiver. As advantages of this R2V-VLC, this communication does 

not suffer from multipath as classical radio communication due to the directional characteristic 

of LED light.  We also note that the installation of transmitters is much easier because LED 

traffic lights or LED signage boards that have already been installed can be used.  A parallel 

data transmissions are possible by modulating each LED luminance individually if we use a 

high-speed camera as a receiver. 

In R2V-VLC, a blinking pattern of LEDs represents data. The data demodulation is performed 

by extracting luminance corresponding to each of LEDs from images captured by high-speed 

camera. Hence, it is necessary for the receiver to search the target LED array from the captured 

images. This process, LED array acquisition, must be completed before data demodulation. If 

LED acquisition is failed, data demodulation cannot be implemented. Therefore, LED array 

acquisition has a significant role for R2V-VLC. LED array acquisition requires to prevent 

following two issues; true-negative (missing of the target LED array), and false-positive (any 

things other than the target LED array is acquired). 

In [5], frame difference acquisition method is proposed. This method subtracts two successive 

images. As the high-speed camera captures every image in high frame rate, most of the 

background image other than LED array can be eliminated.  In this way, the acquisition is 

achieved. However, the background image cannot be eliminated completely because of 

vibrations associated with vehicle movement. As a result, false-positive still occurs. To reduce 

the effect of such vibrations, Shiraki et al. apply the block matching method to LED array 

acquisition [6]. This method calculates corresponding position between two successive images 

and corrects positional relationship between them. Using such relationship, this method reduces 

false positive. However, this method tends to mistake corresponding position calculation at 

LED array, and it leads true-negative in case of data transmission. 

In this paper, we propose a new approach for LED array acquisition. We focus on a spatio-

temporal image and a spatio-temporal cross-section image. Spatio-temporal image is three-

dimensional space image made by arranging captured images in time series. Since blinking 

LED changes its own luminance value rapidly, LEDs in LED array have high partial differential 

value (gradient value) in time-domain of spatio-temporal image. Since each of LEDs changes 

its status simultaneously from on to off or off to on, LEDs in LED array have low partial 

differential value (gradient value) in space-domain of spatio-temporal image. Using both 

characteristic values in time-domain and space-domain, we propose a new LED array 

acquisition method that can prevent both true-negative and false-positive. As the results of the 

experiment in driving situation, we achieve that true-negative does not occur although the 

vehicle is vibrating. 

This paper is organized as follows; Section 2 presents R2V-VLC system used in this paper. 

Section 3 introduces spatio-temporal image and spatio-temporal cross-section image and 
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presents partial differential of luminance value of spatio-temporal image in time domain and 

space domain. Section 4 presents LED array acquisition method. Section 5 shows experimental 

result. Finally, conclusions are presented in Sec. 6. 

2. SYSTEM OVERVIEW 

Figure 1 shows a block diagram of system used in this paper. A transmitter consists of 256 

LEDs arranged in 16×16 square matrix and a modulator. The transmitter applies On-Off Keying 

(OOK) and each of LED is modulated by the OOK signal. 

A receiver consists of a high-speed camera, an image processing unit and a decoder. The 

transmitted LED array blinking passes through the optical channel and is captured by the high-

speed camera. The image processing unit determines the position of each LED and extracts the 

LED luminance. The image processing unit consists of four units necessary for the data 

detection in a driving situation; LED array acquisition, LED array tracking, LED position 

estimation and luminance normalization. This paper focuses attention on LED acquisition. The 

others are described in [7] . In LED acquisition unit, the receiver searches the LED array from 

the captured images. As a result of image processing, the receiver extracts luminance 

corresponding to each of LED from captured images. Using this luminance value and its 

position, the receiver demodulates and outputs received data.  

The LED array acquisition process is the first image processing to search the target LED array 

from a captured whole image. Figure 2 shows an example of captured images in time series. 

The high-speed camera outputs at intervals of frame rate. When a LED is on, the LED in 

captured image has high luminance value. When a LED is off, it has low luminance value.  

 

Figure 1. System model. 



 -4- 

   

Figure 2. Example of captured images in time series. 

             

(a) Spatio-temporal image.                        (b) Spatio-temporal cross-section image.    

Figure 3.  Spatio-temporal image and spatio-temporal cross-section image. 

 

3. LED ARRAY IN SPATIO-TEMPORAL IMAGE 

3.1 Spatio-temporal image  
Now let us arrange the captured images of Fig.2 as shown in Fig.3 (a). This three-dimensional 

discrete space is called Spatio-temporal image. From the 3D spatio-temporal image, let us 

create a 2D plane of (x, t) at y=N as shown in Fig.3 (b). This cross-section image is called 

Spatio-temporal cross-section image.  

  

Figure 4. Spatio-temporal image model with LED array. 

As LED array is a constellation of single LEDs. Let us assume LED array and high-speed 

camera remain still and each of LED changes its status simultaneously from on to off, or off to 
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on. Figure 4 shows the spatio-temporal image for LED array. Let us define this spatio-temporal 

image has luminance value I (x, y, t), and assume that the LED array stays in the region D{x | 

1
M ≦ x ≦ 

2
M  , y | 

1
N   ≦ y ≦ 

2
N }.  

3.2 Partial differential of luminance value of spatio-temporal image in time domain 
Now let us focus attention on blinking of LED in time-domain. As described in Sec.2, when an 

LED is on, LED in captured image has high luminance value. When an LED is off, it has low 

luminance value. Therefore, luminance values of LED may change considerably in time-

domain. We recognize that also from Fig.3 (b). In other words, LED array has high time-

gradient value.  

Let us define ),,( tyxI
t


 as a partial differentiation of luminance value I (x, y, t) in time-domain. 

Then, ),,( tNMI
t


 },{ DNM   takes a large value.  

3.3 Partial differential of luminance value of spatio-temporal image in space domain 
Now let us focus attention on blinking of LED in space-domain. As assumed in Sec.3.1, each 

LED has nearly same luminance value as shown in Fig.3 (b). In other words, LED array has 

low space-gradient value. 

Let us define ),,( tyxI
yx 






 as a partial differentiation of luminance value I (x, y, t) in space 

domain. Then, ),,( tNMI
yx 






 },{ DNM   takes a small value.  

3.4 Effect of LED diffusion 

If a LED is near by other LEDs, a ray of LED interferes with other ray of LED due to the 

diffusion of LEDs [8] . Figure 5 shows this interference. Because of interference, the focused 

LED affects not only the actual corresponding pixel but also its surrounding pixels. Then, the 

luminance distribution of LED array becomes flat at captured image. As a result, time-gradient 

may not be a high value and space-gradient may not be a low value. Hence, we should take into 

account both gradient values in time-domain and it in space-domain. 

 
Figure 5. Image of interference. 
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Figure 6.  Block diagram of proposed LED array acquisition method. 

4. LED ARRAY ACQUISITION METHOD 

This section explains proposed LED array acquisition method. Figure 6 shows a block diagram 

of LED array acquisition method. This method calculates the time-gradient value and space-

gradient value, then this method regards the pixel that have high time-gradient value and low 

space-gradient value as LED array. 

4.1 Time / Space gradient calculation 

In the LED array acquisition method, we first calculate the time-gradient and space-gradient. 

From the discussion of Sec.3, LED array has high time-gradient value and low space-gradient 

value. We calculate them by filtering the input image I (x, y, t). We use Sobel operator for 

filtering. It is used for edge detection in image processing [9] . 

In case of t=n, time gradient value 
t

G  (x, y, n) and space gradient value 
s

G  (x, y, n) are 

calculated by the following equations, respectively 
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where 
1

s (k, l) and 
2

s  (k, l) are filtering kernels of Sobel operator. They are represented by the 

following. 
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4.2 LED array candidates selection 

Next step is a candidate selection process. LED array has high 
t

G  (x, y, n) and low 
s

G  (x, y, n). 

Hence, the LED array candidates image D(x, y, n) is selected by the following. 

otherwith

nyxGnyxG
nyxD

sstt
 






),,(),,(

0

255
),,(


               (4) 

Here 
t

 denotes the threshold value in time-domain and 
s

 denotes the threshold value in space-

domain. As shown in Eq. (4), D(x, y, n) is a binary image.  
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(a) Captured image.              (b) Selection using only
t

 . 

   
(c) Selection using only 

s
 .                     (d) Selection using both 

t
  and

s
 . 

Figure 7. Selection results. 

The advantage of using both 
t

  and 
s

  is following; Figure 7 (a) shows a captured image with 

the target LED array. Figure 7 (b) shows a result of the selection using only
t

 . Further, Fig.7 

(c) shows a result of the selection using only
s

 . As we see clearly from Fig.7 (b) and Fig.7 (c), 

selection using only
t

  or 
s

  occurs false-positive. On the other hand, as shown in Fig.7 (d), 

selection with both 
t

  and 
s

  does not occur false-positive. Using both 
t

  and
s

 , we can 

prevent false-positive. However, it may sometimes happen true-negative.  

4.3 Frame summation・Dilation and erosion  

Gradient calculation and LED array candidates selection at each frame is executed 

independently. Even when LED array is not selected in D(x, y, n), there is a possibility that 

LED array is selected in D(x, y, n-1). Hence, to select LED array more correctly, we sum D(x, 

y, t) from t=n to t=n-k and generate an image ),,( nyxD
sum

. ),,( nyxD
sum

 is generated by the 

following. 

),,()1,,(),,(),,( knyxDnyxDnyxDnyxD
sum

                              (5) 

where   is OR operator (logical disjunction). In this paper, we employ k = 4. After frame summation 

process, this method performs dilation and erosion, that defuse petty noise, to ),,( nyxD
sum

, and 

generates an image ),,( nyxD
sum
 . We finally assume that the region that has luminance value 

255 in ),,( nyxD
sum
  is the target LED array.                                                                                                                                                                                 

5. EXPERIMENTAL RESULT 

5.1 Experimental setup 

We performed experiments in driving situation as vehicle moves at 30 km/h. Figure 8 shows 

captured images with different distance, 30 m and 90 m. LED array in captured image is 21×

21 pixel in the distance 30 m and is 7×7 pixel in the distance 30 m. Table 1 summarizes the 

parameters of the experiment. 



 -8- 

    

(a) 30 m.                                                              (b) 90 m. 

Figure 8. Captured images with different distance. 

Table 1. Parameters of experiment. 

Blinking frequency 500 Hz  Blinking pattern On/Off ,  Random 

Capturing frame rate 1000 fps  Vehicle speed 30 km/h 

Distance from LED 30 m , 90 m  Weather / Time Sunny / Daytime 

Number of frames 200 frames  Image resolution 1024×512 pixel 

       

(a) On / Off.                             (b) Random.             (c) Example of success. 

Figure 9. Blinking pattern and example of success. 

We evaluate results of experiments by miss-rate versus the thresholds, 
t

  and
s

 . Miss rate 
m

P

is defined following the Eq. (6)  

all

correct

m

F

F
P  1                                                       (6) 

Where 
all

F is the number of all frames, and 
correct

F  is the number of acquisition success frames. 

Acquisition success is defined by the following. We first make a circumscribing rectangle. That 

contains the region where luminance value 255 in ),,( nyxD
sum
 . An example is shown in Fig.9 

(c). We set the rectangle has +3 pixels larger than the true LED array. If the circumscribing 

rectangle contains all of the true LED array, we say acquisition succeeds. 

We perform two cases of LED blinking patterns; On/Off and Random as shown in Fig.9 (a) and 

(b), respectively. On/Off represents the pattern that repeats all of the LEDs are on and off. 

Random is a case of data transmission so that each of LED blinks randomly. Note that we also 

include the inverted signal for LED array tracking used in [10].  
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(a) 
m

P  versus 
t

  (
s

  = 80).                    (b) 
m

P  versus 
s

 (
t

  = 180). 

Figure 10. Experimental results. 

As described in Sec.4, acquisition with only 
t

  or 
s

  occurs many false-positive. Hence we do 

not evaluate 
m

P  for acquisition with only 
t

  or
s

 . On the other hand, in case of acquisition 

with both 
t

  and 
s

 , 
m

P  changes depending on 
t

  and 
s

 .We evaluate 
m

P  for each distance 

and blinking pattern varying 
t

  and
s

 , respectively. We fix 
s

  = 80 when we evaluate the 

effect of
t

 , and fix 
t

  = 180 when we evaluate the effect of
s

 . 
t

  and 
s

  are within 110≦
t



≦250, 5≦
s

 ≦145, respectively. We vary them every five values. 

5.2 Experimental Results 

Figure 10 (a) shows 
m

P  versus
t

 . In case of On/Off, 
m

P  becomes 0% all 
t

  because LED array 

with On/Off has extremely high time-gradient value. On the other hand, in case of Random, 
m

P  

becomes 0% when 
t

  is less than 220 in the distance 30 m, and 
m

P  becomes 0% when 
t

  is 

less than 150 in the distance 90 m. It is because LED array with Random has lower time-gradient 

value than with On/Off due to interference between LEDs. This interference decreases high-

frequency component of captured images. As a result, time-gradient value of LED array with 

Random decreases. Further, in case of 30 m, 
m

P  is lower than in case of 90 m. This reason is 

given as follows. The farther high speed camera from LED array, the smaller LED array in 

captured image is. Then LED array acquisition becomes more difficult. Although LED array in 

captured image is small (7×7 pixel) in the distance 90 m, we can achieve 
m

P  = 0% by setting 

an appropriate
t

 . We confirm LED array has high time-gradient value. 

Figure 10 (b) shows 
m

P  versus
s

 . In case of On/Off, 
m

P  becomes 0% when 
s

  is more than 

15 in the distance 30 m, and 
m

P  becomes 0% when 
s

  is more than 45 in the distance 90 m. It 

is because LED array with On/Off has low time-gradient value. On the other hand, in case of 

Random, 
m

P  becomes 0% when 
s

  is more than 70 in the distance 30 m, and 
m

P  becomes 0% 

when 
s

  is more than 90 in the distance 90 m. LED array with On/Off has lower space-gradient 

value than that with Random since each of LED in case of On/Off have nearly same luminance 

value. Further, in case of 30 m, 
m

P  is lower than in case of 90m.This reason is same in case of 

m
P  versus

t
 . Although LED array in captured image is small (7×7 pixel) in the distance 90 

m, we can achieve 
m

P  = 0% by setting an appropriate
s

 . We confirm LED array has low space-

gradient value. 
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6. CONCLUSIONS 
In this paper, we have introduced the spatio-temporal image and spatio-temporal cross-section 

image to acquire LED array for R2V-VLC and have shown LED array in the spatio-temporal 

image has high time-gradient value and low space-gradient value. We have proposed new LED 

array acquisition that use both gradient values. As the results of the experiment in driving 

situation, we can achieve 
m

P = 0% by setting an appropriate, and although in the vehicle is 

vibrating. 
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